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6.1 Introduction

The Internet of Things (IoT) introduces itself as a basic set of technological
enablers to support the provision of innovative applications that can improve
the quality of life of people and industrial productivity. IoT is increasingly
supported by various stakeholders and market players that see clear business
opportunities in this field. Cities have also identified the potential of IoT
both for providing smart services to their citizens and for boosting the
local economy by providing opportunities for new jobs and new businesses.
Industry is considering IoT’s adoption to drive Industry 4.0. All these are key
reasons why IoT has attracted so much attention lately in both the research
and the industrial world.

Main research areas in the IoT world until now included the development
of technologies to efficiently interconnect large numbers of devices. Mobile
phones and “dumb” devices (sensors and actuators) are being increasingly
equipped with intelligence so that they are becoming able to act autonomously
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for supporting new and advanced applications for healthcare, transporta-
tion, business control, and security, as well as energy and environmental
monitoring.

Several estimations have been made for the number of devices that will be
interconnected in the next few years and it looks like that billions of devices
will be connected to the global Internet by 2020. In such a hyperconnected
world, where all these devices are continuously monitoring their environment
including the activities and everyday lives of citizens new threats arise
regarding security and privacy. Providing a holistic security framework for IoT
systems is not an easy task to do, because it requires cross-layer mechanisms
[1] and systems needs to be designed to be secure and privacy preserving.
Retrofitting security mechanisms in non-secure IoT systems can provide only
a very limited level of security.

The aim of this chapter is to discuss the challenges for security and
privacy in a hyperconnected world where humans are assisted by machines
and technology, but not watched by or through them. Starting from the need to
adopt the essence of “security and privacy by design”, we discuss why there is
a need to embed security mechanisms in a system from the conceptual phase
through the design process to ensure a maximum level of data protection and
to guarantee end-to-end security.

Firstly, we put the focus on the devices discussing two different research
areas: (i) physical IoT security, namely what are the threats to IoT when
someone has access to the physical device and how can we protect them and
(ii) embedded security and privacy on the constrained devices and why a
system cannot be fully secure without securing the devices that generate the
data first. This latter part discusses several techniques, e.g. for lightweight
encryption, data minimization, integrity protection and usage of gateways to
enforce security policies close to the constrained devices.

Secondly, this chapter discusses the importance of protecting not only
the data, but the metadata as well to ensure that the communication stays
unobservable, providing also countermeasures regarding how to be protected
from network traffic analysis. Access control based on trust policies is also
an important research area in the IoT and is briefly discussed next, aiming to
show the importance of context information in the decisions regarding access
control.

Finally, we conclude with a discussion on enforcing security and privacy
in the “Cloud”, as more and more IoT systems are utilizing the cloud both for
storage and processing of the IoT data. What type of security and (mainly)
privacy mechanisms need to be applied in the cloud to protect the data is
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currently an area which only lately started to receive attention and so far has
not been properly explored, so we try to provide here an overview and suggest
a way forward.

6.2 End-to-End Security and Privacy by Design

End-to-end security is a term that has quite distinct meanings depending on
the OSI layer it refers to. In a hyperconnected IoT world, a multitude of
networks and heterogeneous systems are bridged including a wide range of
middleware systems that are all gathering, storing, and processing data. Then,
from these huge amounts of data, information has to be generated to extract
context for making smart decisions. Hence, end-to-end security between the
devices and the applications is of paramount importance for protecting the
privacy of people’s personal data across the different systems and technologies
that are involved. This requires strong data protection not limited to transit
over wireless and intermediate Internet links, but also in all intermediate
storage and processing points, till the data finally reaches solely its intended
recipient.

The amount of acquired and processed data that will be ubiquitously
provided in IoT becomes a huge concern for the people who are directly or
indirectly monitored through their physical surroundings. Collection of per-
sonal information, starting even from their own devices and the surroundings
they interact with, is high in quantity, quality and sensitivity.All this motivates
the need for privacy in IoT [2].

The ubiquitous data collection in IoT is massive, even higher in comparison
to other intrusive systems, such as online social networks and search engines
[3]. While these generally trade privacy for commodity, their data collection
depends on user interaction.

The ubiquity and pervasiveness of sensors to measure the status and
context of an environment bring new types of privacy threats for the persons
acting in that environment, regardless of them being users of the system or
not. Thus, protecting the privacy of system participants as well as casual users
and non-involved subjects in a future IoT is one of the main challenges for
privacy-related research.

With the extensive data collection in mind it is clear that much of the
business value lies in offering services that process and analyse the huge
amounts of data collected [2, 4]. Nevertheless, these services should be as well
privacy-enhanced, respecting and protecting the privacy of people’s personal
information. As a prerequisite for this the IoT systems must be built based
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on the concept of “privacy by design”, which means that privacy enhancing
mechanisms must be deeply rooted inside the IoT architecture. Furthermore,
the solution should be such that every data subject should be able to give
consent to the collection, storage and processing of their personal data for the
particular known in advance purpose (consent and purpose). These are the
challenges of “Privacy by Design” in IoT, see [5, 6].

Tackling these challenges is one of the most important business factors
of the future IoT. As stated in the Opinion 8/2014 of the Article 29 Data
Protection Working Party: “Organisations which place privacy and data
protection at the forefront of product development will be well placed to ensure
that their goods and services respect the principles of privacy by design and
are equipped with the privacy friendly defaults expected by EU citizens.”

6.3 Physical IoT Security

The major concern when implementing cryptographic functions on con-
strained devices is efficiency, due to the fact that devices are battery driven
and shall be working for years. Unfortunately, this focus may lead to a
vulnerable network even though cryptographic functions may be supported
by those devices. The issue here is that implementations of cryptographic
algorithms may be insecure even if the algorithm is considered to be secure.
An implementation may indirectly provide information on the keys used for
example by its timing or energy consumption. This is especially dangerous in
the IoT context since here at least for some applications we need to consider
that devices can be stolen, analysed in a well-equipped lab and brought back.
Due to the wireless communication and the fact that the devices can be
unreachable for some time such attacks might go fully undetected. Next, we
provide examples of such attacks and their countermeasures.

6.3.1 Selected Low-Cost Attacks

The strength of cryptographic algorithms according to the definition of
Kerckhoff [7] is based only on the used key that is kept secret. This means a
potential attacker may know the algorithm itself, plain text, encrypted text and
even the length of the key. From this point of view cryptographic approaches
are secure if the time for brute forcing is long, that is if length of the key is
sufficient.

The main assumption here is that the cryptographic device is a black box
for an attacker, assuming he knows the cryptographic function but cannot
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get any details about how it is calculated. But in the IoT environments this
assumption does no longer hold, due to the fact that devices may be stolen.

Even simple measurements like the ones of the current flowing through
the chip or its electromagnetic radiation while a cryptographic function is
calculated provide sufficient details to extract the key successfully. Such
attacks – denoted as Side ChannelAnalysis (SCA) attacks – are often low-cost,
easy and powerful. Even a single measurement can be sufficient to extract the
cryptographic key in a few minutes for algorithms that are considered to be
mathematically secure.

Figure 6.1 and Figure 6.2 show the same part of a measured PTs corre-
sponding to processing the first 15 bits of the same cryptographic key using
the same input on two different accelerators. It’s a power trace of the elliptic
curve point multiplication denoted as kP.

The calculations executed by two different IHP hardware accelerators
of the kP operation of the standardized B-233 curve [8]. The shape of the
measured traces is influenced by the private key, i.e. the shape of PTs while
processing a ‘1’ key bit differs from the shape of a ‘0’.

Figure 6.1 Implementation of cryptographic function – here the elliptic curve point
multiplication – without paying attention to the SCA i.e. the shape of PT depends on the
contents of the processed bit. This allows extracting the cryptographic key directly from the
measured trace.

Figure 6.2 Implementation of the same cryptographic function taking SCA into account: the
shape of the PT is always the same always, i.e. different key bits can no longer be distinguished
in the PT. The cryptographic key cannot be extracted directly from measured trace.
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If the cryptographic function is implemented without considering SCA
this influence can be strong and the attacker can directly extract the key from
a measured PT.

For example in Figure 6.1 two different kinds of the shapes are observable:
time slots that have a “big white tooth” at its end and those without it. Using
the assumption that the big white tooth at the end of the timeslots corresponds
to the processing of a ‘1’ key bit and other kind of slots corresponds to ‘0’ key
bit the used key can be correctly extracted.

Cryptographic algorithms implemented without considering SCA attacks
can be called “weak” implementations. Knowledge about the details of such
attacks – their main assumptions and the exploited characteristics – can help
to implement the cryptographic algorithms in a way to be more resistant to
such known attacks.

Figure shows the same part of the power trace of the same kP operation
but executed on an improved version of our hardware accelerator, now all key
bits are processed in the same way, i.e. simple power analysis attacks do not
succeed.

Differential power analysis attacks are more powerful using statistical
methods for analysis of measured traces. A very efficient, low-cost, fast and
relatively easy attack on an elliptic curve cryptography (ECC) implementation
is the horizontal power analysis using a difference of means test.

Each time slot can be observed as an independent curve. The mean curve
of all slots can be calculated. After this the mean curve can be compared point
wise with each slot.

If the power value of the mean curve is higher than the value of the current
slot, it was assumed, this slot corresponds to the key bit value ‘1’, otherwise to
‘0’. Thus, the first key candidate was obtained. Repeat this for all other points
of the mean curve and you obtain the remaining key candidates.

We performed a horizontal power analysis attack using the difference of
means test as described above for two simulated power traces. The power
consumption of the IHP ECC design while processing the given EC point
P using two different 232 bit long keys – k1 and k2 – was simulated using
Synopsis Tools PrimeTime [9].

It obtained 57 key candidates for each of the investigated keys and we
calculated the correctness of the extraction for each key. From a security point
of view the ideal case is if the correctness of the key extraction is 50% for all
key candidates. The green line in Figure 6.3 corresponds to this case.

Figure 6.3 demonstrates how powerful a difference of means based attack
can be. In the case investigated here 225 bits of the 232 bit long 1st key
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Figure 6.3 Relative correctness of the extraction of the key for each of the key candidates
as a curve.

Figure 6.4 Difference of the traces of kP and of key candidate · P. The first quarter of the
trace is equivalent to the noise, i.e. the quarter of the most significant bits of the key candidate
is the same as the quarter of the most significant bits of k while all remaining bits differ.

candidate were extracted correctly, i.e. the correctness is about 97% in both
keys. The correctness of the next probable 4 key candidates is also high from
70% up to 90%.

The next power analysis attack (Figure 6.4) that we performed based on
direct comparison of two traces is similar to the one first introduced in [10].
The main assumption here is that an attacker can run the device with a key
candidate.

The idea is that the difference of two power traces is close to zero, i.e. is
comparable to the noise, if the kP operation with the same EC point and with
the same scalar k is performed. This means the key can be extracted serially,
bit by bit.

Using the attack sketched above only about 100 measurements without
any statistical processing of the measured data are necessary to extract a 232
bit long key k correctly. So the mathematically strong secure 232 bits long
cryptographic key can be extracted correctly in a few hours only.

6.3.2 Key Extraction Attacks and Countermeasures

Figure 6.5 represents all types of attacks and countermeasures for public
key cryptography. The diagram reflects that most of the attacks and counter-
measures are based on a never expressed assumption i.e. the fact that the



196 Securing the Internet of Things – Security and Privacy

F
ig

ur
e

6.
5

K
ey

ex
tr

ac
tio

n
at

ta
ck

s
an

d
co

un
te

rm
ea

su
re

s.



6.4 On Device Security and Privacy 197

implementation of the cryptographic function is constant i.e. it cannot change
during the attacks. This assumption is displayed as a rectangle connecting the
attack and the countermeasure part.

The columns in the figure display:

• attacks in which the attacker can read out the key directly (left most
column).

• changes in the output data (middle column).
• changes in the measured traces (right most column).

The rows represent all parameters that can be manipulated by the attacker i.e.
the key candidate, other input data as well as the environmental parameter are
given as rows.

The part of the Figure 6.5 representing the countermeasures is similarly
structured as the attack part. The columns represent the same type of attacks
as in the upper part of the diagram. The rows show countermeasures that
(i) reduce the information that is contained in measurement results or that
avoid access to faulty intermediate results, and (ii) avoid attacks by detecting
the attack before it has any effect on the cryptographic implementation.

All countermeasures displayed in Figure 6.5 can help avoid attacks or
at least hamper the potential success. Thus, they provide reasonable means
to increase the security of the IoT. They come with some cost with respect
to area and/or energy. Since cost of the devices and/or energy efficiency
are paramount in IoT applications the use of countermeasures needs to be
considered carefully. But in case physical access to IoT devices cannot be
avoided and security is essential countermeasures need to be included in the
implementations in order to ensure security.

6.4 On Device Security and Privacy

Designing a secure IoT system requires the embedding of security and privacy
enhancing mechanisms locally on the devices near the physical entity of
interest, whenever possible. Of course, this is much harder and more costly
to maintain, e.g. it requires doing software updates for each smart device,
which in turn requires reprogramming the actual device over the air, restarting
it without needing human intervention and without configuring it again.
Hardware must be capable of supporting advanced or even basic security
mechanisms, as an insecure or non-private system design is hard to be turned
later on into a privacy preserving or secure system.
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The RERUM project tackles this with an “On-Device First” approach.
RERUM’s devices are made capable to run algorithms that enable the protec-
tion of security and privacy locally, by supporting advanced on-device security
and privacy preserving mechanisms and over the air updating of the on-device
software, while maintaining their energy consumption at very low levels.

6.4.1 Mediated Device Access for Security and Privacy

Security and privacy threats are continuously becoming more intelligent and
they require more sophisticated countermeasures than IoT devices are capable
of. Hence, we need an IoT gateway or IoT router to shield it. This is known
as mediated device access. This gateway enables to hot-fix or firewall a large
number of IoT devices from emerging threats, without the need to exchange
every hardware device. Of course, if the local hardware device’s privacy and
security capabilities are outdated, the local threat level increases regardless of
a gateway firewalling them from global threats. Thus, if one wants to secure
the hotel building’s management from the attacking hotel guest, each local
device’s security must be kept up-to-date.

Additionally to security, a gateway could be the local point of control
and enforcement for privacy, as it has far more processing capabilities and
gathers far more information from the environment than a single device.
We assume that to apply privacy enhancing technologies (PET) the gateway
would be trusted to act in the data subject’s interest. Moreover, the gateway
can use the diverse information it has from fusing other data from the data
subject’s devices as some form of ground truth or guidance, e.g., apply the
PET differently when the data subject is at home or not. Mediated access to the
lower end IoT devices, and hence some IoT gateway, is a necessity to ensure
security and privacy.

6.4.2 Encryption

IoT mainly consists of severely resource constrained devices that are not
capable of running complex encryption mechanisms like standard PCs. Thus,
lightweight encryption mechanisms are of paramount importance for increas-
ing the security of IoT. Lightweight cryptography normally provides adequate
security but does not always consider energy efficiency. Symmetric key
cryptography using Advanced Encryption Standard (AES) [48] is widely
used in practical implementation of encryption based on block ciphers on
constrained devices. Hash functions (e.g. SHA-3 [49]) are also widely used
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but they are not lightweight, and only lately there are some research steps
towards lightweight hash functions. Elliptic Curve Cryptography (ECC) [50]
is used in IoT due to the fact that it uses keys of much smaller size than standard
public key cryptography mechanisms. However, its execution time might still
not be fast enough for some devices.

The majority of existing encryption algorithms do not fully fulfil the
requirements for energy efficiency. Furthermore, key distribution schemes
are necessary for their proper operation, making the network vulnerable to
adversaries that manage to capture the keys during key exchange. Basic
requirements for efficient lightweight IoT encryption can be assumed to be
the following:

• Encryption mechanisms have to be optimized for their energy efficiency.
This is critical as sensors are resource constrained devices in terms of
memory, CPU, and processing;

• Key distribution schemes should be avoided or their usage should be
minimized. These consume valuable energy, and there is also the risk of
information hijacking (by an adversary) during the key exchange and

• Keys should not be pre-stored on the sensor device (currently this is
done usually during manufacturing). This poses a significant security
threat as sensors can be easily compromised when placed in outdoor
environments.

In Wireless Sensor Networks (WSNs) the Compressive Sensing (CS) tech-
nique has been widely used for compressing the data that are gathered by
sensors. CS is a very useful technique because it applies at the same step both
data compression and lightweight lossy encryption [51]. The reconstruction
error is directly related with the level of compression and encryption and the
nature of the signal that is captured by the sensor. For example, a slow varying
temperature signal has very low reconstruction error, while another signal that
has rapid changes will result to a very high reconstruction error.

Within RERUM, a technique for extracting the encryption keys for CS
at real-time has been proposed, supporting the requirement for not hardware-
coding the keys on the IoT devices [52]. Key extraction is performed using
channel measurements, thus there is no need for any key distribution mecha-
nism. The derived keys are used for encryption/decryption using the primitives
of CS. Evaluation results have shown that legitimate nodes experience a very
low reconstruction (decryption) error, while adversaries located at a distance
greater than half of the carrier frequency’s wavelength, experience a higher
error, thus being unable to capture and decode sensitive information.
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6.4.3 Integrity

Integrity is the “property that data has not been altered [. . .] in an unauthorised
manner”1. In a hyperconnected world, the IoT’s flow of communication
is highly loosely coupled, meaning that data that are transmitted over a
secure channel are then stored and processed or transmitted further later.
Protecting the integrity for those type of loosely connected data can be
achieved by message-level protection mechanisms. Using a cryptographically
secure signature scheme, based on asymmetric keys, allows verifying that
data has not been modified in unauthorised ways. Additionally, you gain
origin-authentication, i.e., verifying which entities’public key signed the data.
Adding a message authentication code (MAC), with a shared key between
sender and receiver, also allows ensuring that the message’s integrity cannot
be violated without being detected by the receiver.

6.4.4 Data Minimisation

In [53], the authors underline that the very foundation of privacy by design
is data minimization, which is defined as the property to limit as much as
possible the release of personal data and, for those released, preserve as much
unlinkability as possible [54]. To exemplify how data minimization is related
to privacy by design, the reader is referred to the popular Privacy By Design
framework [55].

If personal data collection is minimized from the very beginning, much
less effort will be needed to further define and implement appropriate privacy
enhancing mechanisms. The application of adequate technologies for data
minimization requires expertise in the services that the IoT system provides.
The engineer must decide if it is possible to render the same (or comparable)
functionality with less amount of personal information. In some cases, unlink-
ability might not always be desirable, for instance if devices and data must be
needed to be linked to a user, for billing, authentication or otherwise.

The best place to achieve data minimization is on the devices where the
data are sensed, as the amount of personal information can be minimized
before the data are transmitted from the devices to the backbone system. This
can be enforced with hard privacy mechanisms, such as malleable signatures
and group signatures [56], which can be implemented on devices to ensure
integrity and create unlinkability for data. Location privacy technologies [57]
can be applied on devices e.g. to measure traffic data and compute averages

1ETSI TS 133 105 V10.0.0 (2011-04)
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of speed and distance, while anonymizing a participant’s real location in the
geolocation system.

In addition to privacy preserving technologies for sensed data, further
privacy mechanisms are needed for quasi-identifiers such as metadata and IP-
addresses can provide sensitive information. Traffic analysis, as one example,
is frequently used to identify the sources of data and thus de-anonymize the
information. Mechanisms to ensure communication observability can further
enhance privacy protection for the IoT, which are discussed in the following
section.

6.5 Unobservable Communication

Even if the protection of user data is addressed by means of end-to-end
encryption in the future, we still need to look into information loss caused
by leaking protocol metadata. This leakage can go up to the point, which may
render end-to-end encryption obsolete. To reduce it, at least the following
properties [58] shall be preserved by the network of IoT devices:

• Coding – All messages with the same encoding can be traced.
• Size – Messages with the same size can be correlated.
• Timing – By observing the duration of a communication and considering

average round-trip times between the communication partners patterns
of network participation can be extracted.

• Counting – The number of messages exchanged between the communi-
cating parties can be observed.

• Volume – Volume combines information gained from message size and
count. The volume of data transmitted can be observed.

• Pattern – By observing communication activity, patterns of sending and
receiving can be observed.

Furthermore, message frequencies and flow can be analysed. The message
flow between parties includes both the traffic volume and communication
pattern. Communication partners have a unique distinguished behaviour that
can be fingerprinted. An observer can perform a brute force analysis of the
network by observing all possible paths of communication and generating a
list of all possible recipients.

Finally the observer can also perform a long term intersection/disclosure
analysis of the network by observing devices and the network for long time and
reducing the set of possible communication paths and recipients by analysing
online and offline periods. Characteristic usage patterns, such as an IoT device
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connecting every minute, may appear and can be used to further reduce the
number of possible paths.

The following Table summarises the message properties and how they can
be addressed.

Table 6.1 Message properties
Attacks Based on Proposed Solutions
Message Coding Change coding during transmission e.g.

with k-nested encryption
Message Timing 1) batched forwarding of messages

2) random delay of messages
(delaymin ≥ latencymax)

Message Size Use a predefined message size and
padding small messages

Message Counting Receive and forward a standard number
of messages and use dummy traffic

Communication Volume Protect message size and communication
volume

Communication Pattern Continuous network participation
Message Frequency Use a standardized message exchange

pattern
Brute Force No clear protection dummy traffic helps
Long Term Intersection No clear protection continuous

connectivity and dummy traffic help

6.5.1 Resisting Network Traffic Analysis

Leakage of metadata can be reduced by providing protection against network
traffic analysis. This includes endpoints, timing and location information.
Traffic analysis can be addressed by ensuring unobservable communication
as implemented by anonymising networks using generally proxy chains.
Anonymising proxy networks have started with the implementation of
Chaum’s Mix in 1981 [59]. The system tunnels encrypted traffic through a
number of low-latency proxies, as depicted in Figure 6.6.

Initially, interest in this field was primarily theoretical but in the last 30
years a lot of research in this field has looked at developing practical and
usable systems for preserving anonymity [60, 61]. Such systems cover Email,
Web browsing and other services like peer-to-peer networks and IRC chat.
Systems like The Onion Router (TOR) and the Invisible Internet Project (I2P)
allow generic layer 3 transmission. While TOR was primarily developed to
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Figure 6.6 Chaum’s MIX.

allow anonymous web browsing in close to real-time the general concept is
applicable to prevent traffic analysis in the IoT network.

Once traffic leaves the TOR network it can be observed, therefore end-to-
end encryption is needed and is the responsibility of the end nodes. Apart from
TOR, there is I2P, an anonymous/pseudonymous network layer. Like TOR,
I2P can be extended for many services. I2P is neither as secure nor as fast as
TOR, but can handle large volumes of traffic, like those foreseen for the IoT.

6.6 Access Control Based on Policy Management

A policy management framework (as developed in the iCORE project) sup-
ports IoT-specific access control requirements like the hyperconnected-ness
and distributed-ness of the IoT and the need of applications to share resources
and even data. The Security Toolkit (SecKit) [62] models the IoT system for
security specification purposes. The system design is divided into an entity
domain and a behaviour domain, with an assignment relationship between
entities and behaviours.

In the entity domain, the entities and the communication mechanisms
allowing the entities to exchange information are specified. In the behaviour
domain the behaviour of each entity is detailed including actions, interactions,
causality relations, and information attributes. It is also possible to specify
the data, identity, context, trust, role, risk, and security rules in so called
metamodels. Figure 6.7 illustrates their dependencies.

The context metamodel specifies Context Information and Context Situa-
tion types. Context Information is a simple type of information about an entity
that is acquired at a particular moment in time, and Context Situations are a
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Figure 6.7 SecKit metamodels and dependencies.

complex type that models a specific condition that begins and finishes at
specific moments in time [63]. For example, the “Body Temperature” is a
Context Information type, while “Fever” is a situation where a target patient
has a temperature above 37 degrees Celsius. Entities are associated to context
situations using roles (e.g. patient).

A Context Manager component monitors and registers events when sit-
uations begin and end. These events contain references to the entities that
participate in the situation and can be used to support the specification of the
policy rules. Policy rules can be specified to represent authorizations to be
granted when a situation begins and data protection obligations that should
be fulfilled when the situation ends. For example, access to the patient data
can be allowed when an emergency situation starts with the obligation that all
data is deleted when the emergency ends. A security policy may be specified
to allow access to data when the situation starts and to trigger the deletion of
the data when the situation ends.
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The security policies have to be disseminated to the device that is
gathering the data under consideration in a secure way. Depending on the
security policy, the device has to trigger and apply the appropriate mechanism
for transmitting the data in the exact format needed by the application.
This includes a two-step process; (i) at first the device has to map the
policies for the application to specific data gathering policies and (ii) then it
should identify the encryption/security level of the data to identify the proper
transmission mechanisms, considering also the energy efficiency requirements
of the devices (using i.e. an adaptive encryption scheme). For example, in a
traffic monitoring scenario, users in cars may be sending information regarding
traffic to an application, which should know only how much traffic there
is at every street segment. The users’ phone has the ability to send various
types of traffic related data, i.e. exact location every second, speed every
second, direction of movement, etc. If the application wants to estimate
the traffic, the related policies should be considered by the devices of the
users, so only an average speed per time period and street segment is sent,
in order to avoid disclosing the exact location of the user at each point
of time (ensuring privacy by design). Actually, intermediate nodes (i.e. the
gateway) should also consider these policies and send to the application
server only aggregated/average data so that the location of the users will
be hidden from the application point of view. Other applications that need
to know the exact location of the user (depending on their access control
policies) will indeed be identified as such by the devices, which will transmit
the exact location (i.e. for a person to track his car if it is stolen). It is
evident, thus, that the transmission of the security policies to the devices
is of crucial importance for ensuring the security and privacy of the overall
system. The system should be able to identify the integrity of the policies that
are sent to the devices, so that unauthorized applications will not gain access to
privacy-sensitive data.

The security rules model supports the specification of rule templates
(a.k.a. policies) to be enforced and the configuration rules to instantiate these
templates. Templates can be specified considering the security and privacy
non-functional requirements of confidentiality, data protection, integrity,
authorization, and non-repudiation. The security rule templates are Event-
Condition-Action rules, with the Action part being an enforcement action
of Allowing, Denying, Modifying, or Delaying an activity carried out by an
IoT device or application. Furthermore, the Action part may also trigger the
execution of additional actions to be enforced, or to specify trust management
policies to increase/decrease the trust evidence for a specific trust aspect.
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From a trust management perspective, the SecKit supports the specifica-
tion of aspect-specific trust relationships and exchange of trust recommenda-
tions. For example, trust relationships can be defined for identity provisioning
aspect, privacy protection, data provisioning, and so on. A trust relationship
also includes a trust degree, which is mapped to a Subjective Logic (SL)
opinion considering the amount of belief, disbelief, and uncertainty [64].
The aspect-specific approach considering uncertainty is more realistic from
a human perspective since people usually trust others for specific purposes
(e.g., a mechanic to fix your car) and most of the time cannot be absolutely
certain about the amount of trust they may place.

The security policy rules can be delegated from one administrative domain
to another when the domains interact and exchange data. For example, when a
smart home exchanges data with a smart vehicle, the smart home can exchange
the policies that regulate the authorizations and obligations associated to the
exchanged data that should be enforced by the smart vehicle. This delegation
of sticky flow policies must be supported by trust management mechanisms
[63] in order to guarantee or increase the level of assurance with respect to
the enforcement of the policy rules by the smart vehicle.

6.7 Security and Privacy in the IoT Cloud

The “Cloud” complements quite well the IoT supporting the storage and
processing of the large amounts of data that are gathered by constrained
devices. However, the Cloud introduces new threats for security, but especially
with respect to information privacy. When IoT data are moved to the cloud
for storage we could use encryption to protect it. However, if the application
turning that data into information is running in the cloud, then the cloud
provider becomes yet another third party that needs to process the stored
data gathered from the physical world. Hence, the provider inherits all the
privacy problems of the data. In fact, the third party becomes part of the IoT
application provider’s own computation and storage infrastructure. However,
the cloud provider is technically not under its full control. This situation
has shown to be problematic and incidents recently showed that economic
incentives and legal tools used to increase trust in the service provider, e.g.
Service Level Agreements, are by far not sufficient to guard personal data and
trade secrets against illegal interceptions, insider threats, or vulnerabilities
exposing data in the cloud to unauthorized parties. While being processed
by a cloud provider, data are typically neither adequately protected against
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unauthorized read access, nor against unwanted modification, or loss of
authenticity. Consequently, in the most prominent cloud deployment model
today – the public cloud – the cloud service provider (CSP) necessarily needs to
be trusted. Next, we will provide some selected areas from PRISMACLOUD’s
cryptographic research and highlight their foreseen suitability for IoT data.

6.7.1 Verifiable and Authenticity Preserving Data Processing

Verifiable computing allows checking the result of a computation for its
validity, even if the computation itself was done by one or more untrusted
processing units. While respective systems have already been implemented,
they have not yet seen real-world deployment. Besides general purpose sys-
tems [65] there are various approaches that are optimized for specific (limited)
classes of computations or particular settings [66]. A cloud user can facilitate
those mechanisms to check if collected measurements have been processed
correctly, and, if not so, they can identify (maliciously) incorrect calculations.

When data are subject to computations executed by the cloud provider,
it is extremely helpful if the processing allows preserving the authenticity
of data that are manipulated by computations. The most generic tool for
preserving authenticity under admissible modifications are (fully) homomor-
phic signatures (or message authentication codes) [67]. Signatures with more
restricted capabilities, like redactable signatures introduced in [68, 69], offer a
restricted set of capabilities, but with better performance [70, 71]. Redactable
and sanitizable signatures have been proven to strongly preserve the privacy
[72] of the original values when they have been updated/changed or redacted
[73]. They allow preserving the authenticity on data introduced by an IoT
device’s signature, which vouches for the data’s origin, even after processing.
Thus, the cloud user after authorized processing can still verify the involved
data’s authenticity.

6.7.2 Structural Integrity and Certification of Virtualized
Infrastructure

Structural integrity and certification of virtualized infrastructures connects
attestation of component integrity, i.e., proving the trustworthiness of claims
about the infrastructure, and security assurance of cloud topologies, i.e.,
guaranteeing that a cloud topology provides certain security guarantees (e.g.,
network isolation). This is a clear benefit for cloud infrastructure consumers
as their confidence in infrastructure properties can be increased and the cloud
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provider can be held accountable. The recent concept of graph signatures
[74] is a promising candidate to connect the two aforementioned areas. They
allow a trusted third-party auditor to digitally sign a graph and prove in
zero-knowledge properties of the graph, such as connectivity or isolation.
Graph signatures can be a handy tool for a cloud provider to convince a
certain customer in a multi-tenant environment that the granted infrastructure
fulfils certain security properties, but at the same time to not disclose the
confidential blueprint of the virtualized infrastructure. For instance, the cloud
may prove that a customer’s part of the infrastructure is isolated from other
tenants without revealing how their part of the infrastructure looks like. A
first implementation of a system that allows certification of and proofs about
a certified infrastructure as well as other relevant and interesting use-cases
has already been outlined in [75]. This allows to attest an IoT’s infrastructure
in a way to ensure that certain security properties are satisfied and improves
accountability.

6.7.3 Privacy Preserving Service Usage and Data Handling

Privacy-preserving service usage essentially means to realize 1) data minimi-
sation, i.e., to only reveal information that is essential for service delivery, and
2) avoid (behavioural) tracking of service users. This is especially important
in cloud based applications, as such information may, among others, reveal
confidential business information [76]. Attribute-based anonymous credential
(ABC) systems and related concepts such as group signature schemes [77] are
important concepts for realizing such privacy-preserving applications. They
allow users to authenticate in an anonymous way, i.e., without revealing their
identity, but allow to prove claims that enable a service provider to still make
access decisions. Although they are quite mature in the research community,
they still lack practical adoption, which, however, needs to be considered as
a very important topic for future cloud IoT applications.

Another issue is privacy in context of data handling. In contrast to
achieving data privacy by means of encryption, which realizes an all-or-
nothing mechanisms for the access to the data, we thereby mean scenarios
which are often encounter when processing of data by third parties in the
cloud is required. Essentially, this covers mechanisms for data anonymisation
such that a provable level of anonymity can be achieved, i.e., k-anonymity
[78] or differential privacy [79]. In particular, one requires a guarantee that
when (large amounts of) structured data are given away or are dynamically
queried, it can be ensured that a targeted degree of privacy is guaranteed, i.e.,
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data collected from many individuals does not allow to uniquely identify single
individuals but still allows to compute meaningful statistical parameters. Tech-
niques for privacy-preserving service usage allow IoT devices to anonymously
authenticate to services and prevent linking of transactions conducted by IoT
devices. Data anonymisation can help to protect privacy of individuals if IoT
devices send sensitive information (e.g., health data) to the cloud and the data
is later released for further processing.

6.7.4 Confidentiality of (Un-)structured Data

Confidentiality of data when outsourced to the cloud for the purpose of storage
and/or processing is considered to be sine qua non, since cloud providers can
neither be considered as fully trustworthy nor are resistant to attacks. Encryp-
tion is a classical tool to provide confidentiality. Unfortunately, encryption
clearly limits the functionality (how to operate on data), adding encryption
to legacy applications may cause serious problems and the management of
the involved cryptographic keys soon becomes highly complex. Within the
last years, significant research has been put into cloud storage solutions that
distribute the data to multiple clouds (aka cloud-of-cloud approach) [80].
They allow providing confidentiality for data at rest with strong security in
a key-less manner under some non-collusion assumption and thus solve the
key management problem (at least partially). An interesting challenge is to
design such a distributed architecture using active nodes to fully delegate
secure multi-user storage to the cloud. Thereby, the use of efficient Byzantine
protocols helps to improve robustness and various types of secret sharing
protocols can help to cope with different adversary settings. Furthermore, for
a multi-user setting a trustworthy distributed access control mechanism is
required and it is interesting to extend it with access privacy features. Another
issue, as mentioned above, is the integration of encryption into legacy (e.g.,
database) applications, as they may be unable to use or store encrypted data,
causing them to crash or alternatively, to output incorrect values. Techniques
like format-preserving encryption (FPE) [81], order-preserving encryption
(OPE) [82] and tokenization schemes have emerged as very useful tools as
they can be directly applied without adapting the application itself.

6.7.5 Long Term Security and Everlasting Privacy

Classical cryptographic primitives such as digital signature schemes and
encryption schemes are valuable tools to achieve integrity, authenticity, and
confidentiality. If these properties, however, need to hold in the long-term,
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e.g., for some decades or even indefinitely, these tools often fail. Cryptanalytic
progress and advances in computing power can reduce their security or may
even make them entirely worthless. There are only few approaches that
consider long-term confidentiality, integrity and authenticity. Moreover, many
of the existing solutions lack in providing these properties [83, 84].

6.7.6 Conclusion

At the moment privacy guarantees with respect to user’s IoT gathered data
in the cloud can only be given on a contractual basis and rest to a considerable
extent on organizational (besides technical) precautions. Companies or indi-
viduals alike are in the end a cloud user, and they themselves are responsible for
their data’s privacy, whether processing gets outsourced to the cloud or not.

Therefore, the H2020 project PRISMACLOUD is looking into novel
security and privacy preserving methods, such that cloud usage can be
facilitated even by organizations that deal with highly sensitive data such
as health data and maintaining security critical services. PRISMACLOUD
only just started in the first quarter of 2015. But the vision is that only a
new generation of cryptographically secured cloud services with security and
privacy built in by design can lead the way to achieving the required privacy
properties for outsourced data storage and processing at the upper end of the
IoT – privacy in the cloud.

6.8 Outlook

Security and privacy in the IoT world are research areas that only lately have
attracted the attention of both the research and the industrial world. Up until
now, the focus was limited on creating efficient middleware platforms to enable
the services to gather data from the devices. This resulted in existing IoT
deployments that are not secure and gather all types of personal information.
Fortunately, recently the significant focus on security and privacy has resulted
in important achievements not only in the technology domain, but also on the
way the world sees the IoT. Security and privacy are now basically seen as
the key points for the wider adoption of the IoT applications by the general
public. If the citizens can be reassured that the IoT will not harm them, will
not steal their private information and will not affect their lives in a negative
way, only then they will gladly accept and embrace IoT and the full potential
of IoT can unfold to improve their – and everyone’s – quality of life.

This chapter presented a cross-layer approach on improving the security
and the privacy of IoT systems, allowing them to work for the benefit of the
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people, without leaking information, presenting a risk or damaging people’s
privacy. Designing a system so complex as the IoT whilst guaranteeing that a
certain level of security is achieved is an extremely complex and tedious task,
and can not be retrofitted, so we must already design the IoT with privacy
and security in mind. It is widely acknowledged that the security of an IoT
system depends heavily on the devices, so we need to physically secure the
IoT devices, as every system’s level of security is as good/high as the one of
its weakest part.

Although encryption can really contribute to protecting the data that are
being exchanged in an IoT system, this is not quite enough. Even with encryp-
tion deployed end-to-end, the IoT still leaks information by communication
metadata. If the volume and quality of the information collected is sufficiently
large, even encrypted information can be extracted without breaking the
encryption of the communication channel.

From what was previously described, it is also quite important to design
the system to be privacy preserving, starting from embedding in the devices
mechanisms for both data minimization and for enhancing privacy. These are
quite important to ensure that the services will only get the exact data they
need and nothing more, to avoid the possibility of linking data.

But we need to think even broader, the problem of privacy – and of
security – well extends into the cloud. The society has to be able to trust the
whole IoT value chain all the way up to the cloud. Thus, new cryptographically
proven security and privacy mechanisms must be developed to allow provably
using cloud services securely and privately.

In general, there is a lot of work done in the IoT world towards enhancing
the security and the privacy of IoT systems. However, making significant
progress in this area through research is not enough. The industrial world and
the businesses need to put more focus on embracing and adopting security and
privacy solutions. To complete the picture, regulations for protecting IoT data
need to be put into place, to ensure the adherence of every player to the socially
accepted norms of privacy in the EU. Only then the hyperconnected world of
the IoT becomes not a threat to the citizens, but a useful tool to improve not
only our’s – but everyone’s – everyday lives.
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